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Executive Summary

Our recommendations are grounded in our first-
hand experience with government data systems 

as former leaders at the city and state levels, where we 
oversaw programs including cash welfare, food assis-
tance, public health insurance, child welfare, home-
lessness, probation and corrections, and child support 
enforcement. In each of these policy areas, we witnessed 
immense potential for all levels of government—work-
ing with nonprofit organizations and academic part-
ners—to harness the power of data to maximize the 
impact of taxpayer dollars and improve services for the 
public.

We believe what policymakers need most—espe-
cially at the state and local levels—is practical guidance 
for overcoming the myriad bureaucratic, legal, and cul-
tural hurdles that prevent government leaders from 
unlocking the full potential of administrative data.

Our key findings culminate in five recommenda-
tions for policymakers:

First, tackle data security and privacy concerns 
by developing a clear and shared understanding of 
privacy laws, both within government and with the 
stakeholder community. Implement appropriate tech-
nology to ensure personally identifiable information will  
remain confidential.

Second, create standard definitions for report-
ing administrative data and require implementation 
as a condition of local, state, and federal funding. 

Technological solutions can offer users a “contin-
uum of access” that is aligned with their legal right 
to see and use the data. Most importantly, data must 
be used by researchers and policymakers to improve  
their quality.

Third, take steps to instill a sharing and learning 
organizational mind-set. Implement a governance 
framework that is guided by shared values and trans-
parency to facilitate appropriate sharing of administra-
tive data.

Fourth, create ease and comfort with using and 
sharing data by implementing data sharing in a tiered 
approach and open greater access over time.

Fifth, at the federal level, standardize the collection 
of data and aggressively pursue data-sharing agree-
ments with state and local governments. By linking 
administrative and survey data, US statistical agen-
cies and independent researchers can more accurately 
report on Americans’ real conditions.

In addition, this paper offers exemplars of where 
this work has been done well at the state and local 
level to help address social challenges, from prevent-
ing child abuse to addressing homelessness. At the fed-
eral level, it provides a road map for the US Census—in 
partnership with other federal agencies—to take a lead 
role in driving systemic change in how we share and 
use data.
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Every day we see how data are used to make our 
lives more convenient. Enterprises such as Goo-

gle, Walmart, and Amazon are using data to ensure 
that the products we most want are at our fingertips. 
We cannot buy a new jacket in a city 300 miles from 
our home without being alerted almost instantly that 
our credit card is being used in a place we have never 
been. We do not choose a restaurant without first 
checking the online reviews from other customers, 
and we do not get there without following the quick-
est route—even taking into account the traffic caused 
by the fender bender that took place less than an hour 
before our departure.

At the heart of all these applications are millions 
of pieces of information about who we are, where we 
live and work, and how we earn and spend our money. 
Using data is the prized skill that allows the private 
sector to respond to our every need or desire. But in 
the places where effectively using data can mean sav-
ing a child from abuse, preventing high school delin-
quency, or helping a single mother secure a job and 
child care, the use of data to guide decisions is woe-
fully inadequate. 

To be sure, the issue is not that government agen-
cies lack data (indeed they often have more data, 
more accurately collected than anyone else) but that 
the repositories of these data are highly protected and 

bureaucratically controlled. Much of the country’s 
administrative data—collected by government enti-
ties for program administration, regulatory, or law 
enforcement purposes—is underappreciated, under-
developed, and underused.

At the same time, much of the information that is 
being used for government administration purposes 
suffers from a variety of inherent shortcomings—
mainly related to the way in which the data are col-
lected. Survey data, in which respondents self-report 
information, are often more biased and less com-
plete than less-used administrative data, which a 
government entity typically collects. For example, 
the federal government’s Census Bureau relies on 
self-reported responses to collect and build reposito-
ries of information about who Americans are and how 
they live, but it struggles to overcome problems of 
nonresponse, lack of accuracy in self-reporting, and 
other issues that come with the territory of citizens 
telling the government about their own lives. Admin-
istrative data, which do not rely on self-reporting, can 
shore up the gaps in information left by relying on 
Census data. 

Among the government’s administrative data col-
lections, many are essentially internally maintained 
commodities. They have developed from the point of 
service delivery, at the program level. Sometimes they 
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are held in the public agency, sometimes by a non-
profit provider under contract with the government. 

Only a subset of state or federal funding authori-
ties standardize data collection and reporting. Even 
then, the millions of pieces of data are not fully 
applied to policy evaluation or important statisti-
cal reporting. More data remain in agencies’ internal 
files and not even centralized within an agency. When 
Linda Gibbs was appointed by New York City Mayor 
Michael Bloomberg as commissioner of the Depart-
ment of Homeless Services in New York City in 2002, 
she counted 32 separate data-tracking systems in just 
that agency—with little integration or sharing even 
within the agency’s four walls.

To truly unleash the data’s value, government 
needs a set of value propositions, tools, and struc-
tures through which it can satisfy its governmental 
obligation to make the resource available to the pub-
lic in a meaningful way. At the core of our argument is 
a deep belief that public data sources—de-identified 
and privacy protected—should be used to benefit the 
public and advance social progress. Government has 
a unique ability, and obligation, to ensure equal access 
to public goods, including the vast knowledge con-
tained in its data systems. 

The ultimate goal of this paper is to explain how 
administrative data could be better used and more 
widely shared across all levels of government and 
made available to researchers, nonprofit service part-
ners, policy experts, and decision makers who could 
leverage these data to improve outcomes. While shar-
ing data has many barriers, none are insurmountable. 
The ability to link administrative data sets with each 
other and survey data offers significant potential to 
answer important questions that neither type of data 
can do by themselves. In this paper, we will highlight 
the most significant barriers and offer a set of recom-
mendations and activities to help policymakers knock 
these barriers down.

Seizing the Bipartisan Momentum for 
Data Sharing

Achieving systemic change will require action at every 
level of government, and we believe the time is ripe 

for action. Rapid technological advances are enabling 
us to mine reams of administrative data to improve 
program management and inform policymaking while 
enhancing our ability to protect privacy and data 
security. New partnerships among social service pro-
viders, local and state governments, federal agencies, 
and academic institutions offer innovative models for 
how to tap the deep well of knowledge contained in 
various data sets. 

These trends all point to more widespread 
evidence-based policymaking. An evidence-based 
government is one where, for all crucial policy deci-
sions, actionable information is available when and 
where needed.1 That government officials should 
base their decision-making process on facts is emi-
nently sensible and is an area that attracts bipartisan 
support. 

From City Hall to the White House, leaders of 
both parties have increasingly been pursuing efforts 
to open government data to the public. Last year, San 
Diego Republican Mayor Kevin Faulconer released 
dozens of municipal data sets as part of the city’s 
open-data policy after asking the public to vote on 
which data sets to open first.2 

The Obama administration made improved 
access to high-quality data a pillar of its emphasis on 
evidence-based policymaking. In an executive order 
concerning the Freedom of Information Act, Presi-
dent Barack Obama could not have been more direct:

The Government should not keep information con-
fidential merely because public officials might be 
embarrassed by disclosure, because errors and fail-
ures might be revealed, or because of speculative or 
abstract fears. Nondisclosure should never be based 
on an effort to protect the personal interests of Gov-
ernment officials at the expense of those they are 
supposed to serve.3

One of the most important developments in 
evidence-based policymaking came in 2016, when 
Congress passed bipartisan legislation creating 
the Commission on Evidence-Based Policymak-
ing (CEP).4 Established by the urging of US House 
Speaker Paul Ryan (R-WI) and Sen. Patty Murray 
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(D-WA), the CEP recently endorsed a plan to expand 
the availability of data while strengthening the fed-
eral government infrastructure for secure access to 
data. As part of this broad recommendation, the com-
mission recently made the following important rec-
ommendations to improve the availability and use of 
government data for policy evaluation and research:

1.   A National Secure Data Service should be estab-
lished, which would generally expand and main-
tain federal government infrastructure aimed 
at linking government records and increasing 
access to data.

2.   Such a service should have the ability to leverage 
public-private partnerships into new research 
and technologies.

3.   The Office of Management and Budget should 
do more to make information available and 
searchable in existing federal inventories, data 
sets, and data documentation.5

The very creation of such a commission marked an 
important step in this effort, underscoring the impor-
tance of increased use of and access to data in modern 
governance. However, the commission’s recommen-
dations (which were limited to the policy areas spe-
cifically outlined in the federal legislation that created 
it) stopped short of discussing factors at other levels 
beyond the federal government that would mark fur-
ther progress in accessing usable information. Among 
these are encouraging a shift in the culture of data 
accessibility in state and local governments, improv-
ing data sharing with services providers, and empow-
ering the Census Bureau to create more expansive 
data-sharing arrangements with state agencies to 
allow information to travel back down to the locali-
ties that produced it.

Many of our suggestions build on the commis-
sion’s recommendations and echo some points made 
in the commission’s final report. We hope to add to 
these recommendations and provide an insider’s 
perspective of the agencies the commission hopes  
to influence. 

Administrative Data: What Is It, and Why 
Is It Important?

Administrative data are information collected by gov-
ernment entities charged with administering a public 
program. Typically, beneficiaries provide informa-
tion as a condition to receiving a particular service. 
For example, state workforce development pro-
grams collect information on job seekers, while nutri-
tion assistance programs collect data on families 
receiving aid. Public administrative data vary across 
programs and government entities, but their funda-
mental purpose is to aid in the administration of a  
government program. 

From city to state to federal governments, each 
agency has numerous unique data sets containing 
information on the populations they serve. These 
agencies may also contract for services with non-
profit organizations that collect a great deal of 
population-based information. These data sets some-
times track the capacity and use of a service, such as 
receipt of nutrition assistance or housing vouchers 
or Medicaid or Medicare use. They can also go so far 
as to maintain detailed information on client use and 
experience in the service and financial data associated 
with program operation.

While they are not designed for explicit evaluative 
or statistical purposes, administrative data are usu-
ally collected routinely on the full universe of individ-
uals affected by a particular program. In addition to 
having large numbers and offering longitudinal study 
opportunities, administrative data suffer from fewer 
problems associated with attrition, nonresponse, and 
underreporting in survey information. In particular, 
when data elements are deciding factors for program 
eligibility, agencies go to great lengths to verify their 
accuracy.6 With this detailed information, adminis-
trative data sets can help answer questions about edu-
cational success, labor market outcomes, health risks, 
justice involvement, housing stability, and other areas 
related to program participation and results.

A prominent example is Pennsylvania’s Allegh-
eny County Department of Human Services, which 
for many years has been a leader in integrated social 
service data use. Their experience demonstrates 
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how greater use of existing administrative records 
improved decision-making and program outcomes. 

In 1999, the county’s Department of Human Ser-
vices (DHS) created a centralized repository for all 
records related to human services and client infor-
mation, referred to as the Data Warehouse (DW). 
Initially linking internal data from health, welfare, 
and homeless services, the department slowly added 
sources from other agencies such as the Department 
of Public Welfare, local public school authorities, and 
the criminal justice system. The DW now includes 
nearly one million client records with demographic 
information (e.g., name and date of birth), receipt of 
past or current services and associated costs, and pro-
vider information (e.g., name, location, type of pro-
viders, and services delivered). 

The Allegheny DW is used for a variety of analysis 
and research purposes, resulting in greater efficiency 
in the delivery of services while complying with fed-
eral, state, and local laws protecting privacy and data 
ethics.7 For example, the greater ease of data analytics 
allows the DHS to implement the Allegheny Family 
Screening Tool, a predictive-risk modeling tool that 
identifies children at risk of abuse and aligns financial 
resources and staff to these at-risk children.8 Admin-
istrative data can also be used to conduct research or 
improve delivery of a particular service.

Data Collected by Government and Used by 
Research and Service Delivery Partners. While 
serving in government in New York State and New 
York City, we clearly understood the usefulness of the 
data our own agencies collected. Using the data sys-
tems common in every state, we could see who was 
receiving food stamps or other welfare benefits, in 
what neighborhoods, and in what types of families. 
Regarding some of the nation’s largest safety-net pro-
grams, we knew how much assistance New Yorkers 
were receiving from various government programs 
operated under our roof. 

Nevertheless, our staff and other state and local 
officials did not share this information with each 
other in any organized, comprehensive, or effective 
way. This limited our ability to truly appreciate the 
complexities, challenges, and opportunities in our 

clients’ lives. With the goal of creating that holis-
tic view, we began an arduous process of weaving 
together the data from nine different agencies serving 
a total of more than 2.5 million New Yorkers.9

Our own approach to data integration was driven 
by our desire to share case records at the front line 
with workers simultaneously involved in a single fam-
ily’s life. Worker Connect emerged from this effort.10 
It is a case-management solution that merges six 
foundational data files through a process of “entity 
resolution,” connecting unique clients across multi-
ple services and presenting a single, comprehensive 
record of the entire family and their current service 
use and involvement across agencies. It is fully pri-
vacy protected, and authorized users are allowed 
access only to the information they are legally autho-
rized to see.11

The greater ease of 
data analytics allows 
the DHS to implement 
the Allegheny Family 
Screening Tool, a 
predictive-risk modeling 
tool that identifies 
children at risk of abuse 
and aligns financial 
resources and staff to 
these at-risk children.
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Worker Connect has allowed workers to under-
stand the bigger picture when a new case is added to 
their caseload, permitting child-welfare workers to 
appreciate the full family composition on their way 
to a child protective investigation, helping emergency 
room assistants authorize services for families that 
appear in the middle of the night without documen-
tation, and allowing probation officers to understand 
the household circumstances surrounding a young 
person whose life they are trying to keep on track. 
The system gets 220,000 hits a month from more 
than 2,000 authorized users and connects clients to 
digital images of important documents needed for eli-
gibility verification, which often were otherwise lost 
or misplaced in the multitude of moves poor house-
holds often make. Some agency caseworkers from 
nonprofits with contracts from the city have recently 
been afforded access to the Worker Connect system, 
extending its benefits to those who work daily with 
clients across the city.

Administrative data sharing has also been shown 
to yield valuable information when employed by 
social scientists and researchers, informing decisions 
beyond eligibility for program receipt and answer-
ing complex questions. For example, using naturally 
occurring school choice lotteries and student-level 
administrative records from public schools, Howard 
Bloom and Rebecca Unterman in 2014 showed that 
New York City’s large-scale high school reform efforts 
had increased graduation rates and reduced educa-
tion expenditures per graduate.12 In a separate study 
by the Education and Incarceration Project, academ-
ics used state administrative records on the Supple-
mental Nutrition Assistance Program (SNAP) and 
other welfare programs to study the effects of earning 
a GED while in prison.13

In a parallel effort to Worker Connect, the Cen-
ter for Innovation through Data Intelligence (CIDI) 
has brought an analytic approach to data integra-
tion. CIDI arranges standing data-sharing agreements 
among agencies interested in exploring multiagency 
analytic questions. These agreements are triggered by 
an original research question.14 Once established, the 
agreements remain in place as additional partners are 
added to the networked data approach. 

Whereas Worker Connect provides snapshot 
case-management data, CIDI conducts longitudinal 
research and evaluation. When CIDI researched the 
conditions that led youth who exited youth shelters, 
family shelters, or foster care to become homeless, 
they found that housing vouchers reduced recidivism 
and that youth in youth shelters and foster care did 
better than youth in family shelters (which had fewer 
youth-centered services). They are now working on 
a coordinated entry system so youth receive positive 
youth-development services no matter which door 
they come through. 

When the hard work of sharing and integrating 
these incredibly rich data sets is complete, remark-
able power is unleashed at the individual case level 
and the policy level.

Implementing Change at the State and 
Local Level: Barriers and Solutions

While there are many barriers to unleashing the full 
potential of administrative data, fortunately there are 
also many practical solutions. The overarching phi-
losophy that grounds these solutions is that adminis-
trative data should be seen and used as a public good. 
Local governments should embrace broader adminis-
trative data sharing because doing so fully aligns with 
their own values of transparency, accountability, and 
collaborative problem-solving. It can reveal the bene-
fits (or unintended consequences) of programs that 
tackle shared concerns. And these data sources can 
provide the best evidence for evaluating if the invest-
ments return benefits that are worth the costs. 

For predictable reasons, data are jealously guarded, 
and access is stingily given. But the obstacles facing 
agencies—real and perceived—can be overcome. We 
want to see more places using data like Allegheny 
County and New York City do and greater opportu-
nity for researchers, advocates, and communities to 
offer their expertise and advice on complex policy 
questions. 

What we have now, however, is a situation in which 
each locality is attempting this on its own, repeat-
ing efforts and developing unique solutions. This is 
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wasteful and possible only for those jurisdictions able 
to apply the time and money to the undertaking. 

More can be done to move to a common set of 
approaches, definitions, platforms, and uses that can 
allow localities to build off each other. The end goal 
is to have state and local agencies and their partners 
have greater ease and ability in sharing data sets and 
researching the effectiveness of policy and programs.

To help achieve this goal, we have outlined com-
mon barriers to using administrative data and paired 
them with recommendations to address those chal-
lenges and tools to navigate the effort (Table 1).

Barrier 1: Privacy and Data Security. One of the 
biggest barriers is the need to secure privacy and 
assure service recipients that their personally iden-
tifiable information will remain confidential. Since 
administrative records are collected with a particular 
decision-making purpose, a responder’s unique iden-
tifiers are generally recorded, making privacy a justifi-
able concern. Adding to the complexity, privacy laws 
have been at best misunderstood and overbroadly 
applied and at worst used as a pretense to deny shar-
ing requests that could be satisfied.

For example, the Family Educational Rights and 
Privacy Act is interpreted differently among states, 

localities, and researchers about whether and how it 
is permissible to use information from student educa-
tion records for evidence and policy evaluation pur-
poses.15 In many cases, when the federal and state 
laws around the authority to share data are imprecise 
or silent, states default to “no.”16

Related to privacy is the argument about data secu-
rity. Under existing protocols, individual de-identified 
data are shared after personal identifying information 
is removed or encrypted such that the individual can-
not be identified. Two objections are raised by security 
skeptics. One is that the security systems themselves 
are inadequate and reidentification is possible. The 
other is that some data sets are so small that it is pos-
sible to figure out who the individual is anyway. The 
combination of confidentiality challenges and secu-
rity concerns often makes agencies reluctant to share 
data with their government or research partners. 

Solution 1: Privacy Guidance and Technology 
Approaches. Federal privacy laws set national stan-
dards for protecting information that might identify 
subjects, and state laws may go further to offer addi-
tional protections. A core value of the philosophy that 
data are a public good is that carefully guarding these 
protections must be core to the mission of unleashing 

Table 1. Barriers and Solutions Summary

Source: Authors.

Category Barrier Solution

Privacy and 
Data Security

Privacy laws are often misunderstood, and many 
agencies lack access to the proper technology 
to ensure personally identifiable information will 
remain confidential.

Provide guidance on privacy laws. Communities must 
reach a consensus on application and appropriate tech-
nology to ensure personally identifiable information will 
remain confidential.

Data Curation Administrative data are collected with diverse 
and inconsistent goals, definitions, and reporting 
units. The data often contain errors and reflect 
organizational biases. 

Create standard definitions and require implementation 
as a condition of state and federal funding. Technological 
solutions can be used as an alternative. Most importantly, 
data must be used to improve their quality.

Culture and 
Governance 
Framework

Many agencies have a culture of restricting data 
access for false reasons rather than instilling a 
sharing and learning organizational mind-set.

Instill a belief that data are a public good. Implement a 
governance framework that is guided by shared values 
and transparency to facilitate appropriate data sharing.

Capacity There is a lack of ease and comfort with using and 
sharing data among many government agencies. 

Implement data sharing in a tiered approach, opening up 
greater access over time.
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population-level information. Stewards of public data 
must ensure data are effectively de-identified before 
they are publicly shared.

In this regard, the CEP’s report is instructive. To 
the commission’s credit, it took great pains to envi-
sion a system of data sharing that removes and deletes 
direct identifiers from accumulated administrative 
data before they are cleared for public release. Local 
and state agencies should follow their lead.

Additionally, in some cases, private data may be 
shared. That is typically true at the casework level, 
where a worker’s responsibility for a client’s case 
authorizes him or her to access information that is 
not otherwise shareable. Integrated data systems can 
greatly facilitate effective case management by pro-
viding a holistic view of the client and the household.

Hence, protection of privacy requires clear guid-
ance of what privacy laws protect and permit and 
the standard tools that can be used to easily and uni-
formly adopt these locally. And it requires that data 
gathering is responsibly constructed, that integration 
and dissemination technology is used to ensure pri-
vacy is protected, and that access to levels of secure 
data is carefully structured to align with users’ legal 
right to see and use the data.

Privacy Guidance. In the wake of growing concern 
about data privacy and cybersecurity breaches, gov-
ernment entities and private firms have focused on 
establishing policies to inform consumers of a data 
breach and guide them through the aftermath of 
such an event. Forty-eight states and the District of 
Columbia have established policies requiring govern-
ment or private entities to notify individuals of secu-
rity breaches of personally identifiable information.17 

At the federal level, the Department of Justice in 
2015 released guidance to organizations on preparing 
plans for addressing cybersecurity incidents. Cities 
and counties have addressed the problem by adopt-
ing formal plans and frameworks for addressing and 
preventing breaches. Private entities have also been 
instrumental in establishing plans, as evidenced by a 
data breach response policy developed by the SANS 
Institute.18 The bottom line is that governments 
should establish frameworks for both preventing 

security breaches and limiting the fallout if they occur.
Achieving this goal requires improved guidance 

on privacy protections and what they do, and do 
not, allow. Because local laws vary, it also requires 
establishing the steps a locality must take to deter-
mine what special considerations should apply. This 
includes understanding the legal status of various 
data sources (internal versus external sharing), any 
special state and local privacy laws that add on to 
federal protections, and who may and may not share 
access to confidential data.

Jurisdictions would also be aided by a common set 
of standard data-sharing agreements, client confiden-
tiality waivers, and guidance to support this work. 

Appendix A discusses these support tools in  
more detail.

Definitions of Levels of Allowable 
Access Open Data

Open Data: Data that are not unique to an 
individual (tabulated summaries) or are 
unique to an individual but are stripped 
of identifying information, which do not 
require user authorization and are immedi-
ately accessible to the public 

Public Data Shared with Controlled 
Access:  Data that may be tabulated sum-
maries or unique to an individual but 
stripped of direct identifiers, which for 
security or policy reasons are not publicly 
shared but are available to authorized users 
through secure access (e.g., de-identified 
information available to administrators 
without public release) 

Secure Data with Provisioned Access: 
Data that specific users with authorization 
are given access to based on a unique user 
identity (e.g., a caseworker’s access to the 
integrated data file of a client  
being served)
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The City of Seattle has implemented this kind 
of approach in an effort to use data and evidence to 
help the homeless find permanent housing. Executive 
Order 2016-05 directed the City of Seattle depart-
ments to expand their use of data and analytics in 
everyday management and strategic decision-making 
to ensure performance and accountability measures 
are integrated across city government.19 These actions 
are intended to apply results-driven methodologies 
to city programs to better analyze and measure good 
governance, transparency, and effectiveness. 

To further this, All Home King County and United 
Way of King County signed a Memorandum of Under-
standing (MOU), committing to a shared set of per-
formance measures for the agencies they fund.20 
The MOU became a way to align the community pri-
orities across the entire network and tie funding to 
outcomes that improve the system’s effectiveness. 
The data sharing needed to facilitate this work was 
enabled by the Homelessness Partner Agency Privacy 
and Data Sharing Agreement. This effort was further 
supported by the Washington Homeless Client Man-
agement Information System Law.21

Enhanced Technology. As program administrators, data 
owners and policy leaders are not typically experts in 
IT engineering. Their job is to hire the right people 
and make sure they do the job with the strongest tech-
nology for the task and with great integrity. To ensure 
protection of privacy, localities must have a strong 
understanding of how the technology has advanced 
and what requirements are in place to ensure best 
practices.

One of the great facilitators of increased data 
sharing is that the technology has advanced to pro-
vide better and better security while costs are plum-
meting. Building systems that more securely encrypt 
privacy-protected information allows for greater 
access to the data. 

Nonetheless, for integrated data systems that 
depend on the ability to integrate facts across multi-
ple data sets, connecting individual data is key. This 
process is referred to as data linkage through entity 
resolution, in which both data sets must have over-
lapping identifying information on an individual level. 
The necessary IT security systems must be in place to 
ensure no breach of privacy results from the technical 
solutions. Coding solutions are available that conduct 
the matching behind a privacy wall and expose only 
the matched data sets at a population level through 
a “one-way hash”—a coding algorithm—without the 
ability to re-identify any one individual.

Improved data-integration techniques ease the 
smart use of data. Refinements to approaches allow 
jurisdictions to understand clients’ relationships 
among service systems and build early warning alerts 
on the client level when life goes awry. To achieve 
all this, jurisdictions should be supported with clar-
ity on role definition, straightforward explanations of 
basic coding techniques, and management practices 
to ensure continued integrity.

All these advances have all but eliminated the 
opportunities for system breaches. Nonetheless, 
authorized users can abuse their privilege. Continued 
integrity of a system must include clear standards, 
strictly enforced, if any breach does in fact occur.

Guidance on these privacy and technology ele-
ments is included in Appendix A.

To ensure protection 
of privacy, localities 
must have a strong 
understanding of how 
the technology has 
advanced and what 
requirements are in 
place to ensure  
best practices.
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Barrier 2: Data Curation. Data curation is the man-
agement of data throughout their life cycle, from cre-
ation and initial storage to when they are archived 
for posterity or become obsolete and are deleted. 
The main purpose of data curation is to ensure that 
data are standardized when compared across jurisdic-
tions and are reliably retrievable for future research 
purposes or reuse. There are several barriers to effec-
tively managing the data curation process, including 
errors resulting from incorrect merging of data, the 
cost to produce some data, bias that can be reflected 
in the data, and lack of analytical capacity. 

The challenge begins from the fact that adminis-
trative records are not intended for research purposes 
and can be quite heterogeneous and unstructured. 
This can also be seen as a consequence of the organic 
development of data collection—each data system 
has its own definitions, and the reporting units are 
defined by the originating source. Even within cit-
ies, multiple agencies can define and measure similar 
activities very differently. Conversely, the same label 
can be given to two distinct activities.

Another frequent refrain is that the data are 
“dirty”—too filled with error to be valid, not worth 
the cloud they are stored in, and worse, if used could 
produce such distorted conclusions and reports that 
their release would be reckless. Additionally, because 
data mirror the behavior of people and institutions 
and because bias, both implicit and explicit, persists, 
data sets mirror that bias and run the risk of perpetu-
ating that bias if not interpreted with an eye for where 
and how the information is true.

These obstacles require a number of steps to “clean” 
or curate data so that they are suitable for public use 
or integration with other data sets. Crucially, staff and 
technical infrastructure must be available to structure 
and convert the data into usable formats. The capacity 
to do this varies across localities and may be limited 
or, in many cases, nonexistent. In addition, agencies 
increasingly have internal IT offices (although these 
have been subject of late to consolidation in central 
citywide serving entities), where internal competing 
demands can put them in the position as arbiter of 
priorities for data production.

This is in contrast to the principal statistical agen-
cies (e.g., the Census Bureau and the Bureau of Labor 
Statistics), whose missions dictate investing in dis-
semination tools and distributing the data sets that 
external sources could use. Local agencies, whose 
mission is administering a particular program, gener-
ally do not make comparable investments.

Solution 2: Standardization of Data Definitions. 
The solution to flawed data curation includes stan-
dardizing through common definitions and measure-
ment, standardizing through state technology and 
statistical products, and cleaning data through ongo-
ing use by program managers, policymakers, service 
providers, and the public. 

Where a state or federal funding source has stan-
dardized the field, localities have adopted common 
definitions and measurements. State and federal gov-
ernments can create data standardization through 
reporting in three forms: (1) required as a condition 
of funding, (2) voluntary but incentivized with fund-
ing, or (3) simply recommended.

An example of a mandatory reporting format was 
in the field of education, where recipients of federal 
education funding were required to report educa-
tional outcomes in prescribed ways, helping to move 
the field as a whole to a more standardized format.

An example of an incentivized system is the child 
welfare field, where the federal government made 
substantial investments to incentivize states to 
build automated data systems, at first through state-
wide automated child welfare information systems, 
updated through the Comprehensive Child Welfare 
Information System in 2016. While not mandatory, 
accepting federal funds to automate the child wel-
fare case-management records subjected states to 
review and approval of federal parameters. The pro-
cess allowed the federal government to move state 
systems to a more standardized set of data definitions 
and measures in child welfare.

The most significant completely voluntary effort 
to offer standard definitions has been the National 
Information Exchange Model (NIEM).22 NIEM has 
attempted to create a standard set of data definitions 
to facilitate information exchange across public and 
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private organizations.23 Unfortunately, adoption of 
this standard has been limited. This may be because 
the categories were too refined to be useful for the 
intended user. 

NIEM would have been useful, for instance, when 
we in New York City automated our entire human ser-
vices procurement system, converting the requests 
for proposals, submissions, awards, and contracts 
onto an electronic platform. To do this, we needed 
to standardize categories across agencies for the first 
time, putting similar services into similar buckets, 
allowing all qualified vendors to learn about and bid 
on contracts. We explored NIEM as a standard but 
found it incomplete and inappropriate to our needs. 
We built our own categories, which are now in use for 
contracting more than $1 billion in services in New 
York City annually.24

Alternatively, the nature of available data technol-
ogy and statistical products is evolving so rapidly that 
the requirement of data standardization and curation 
is fading away as a legitimate reason for why data can-
not be shared. Another approach would be to accept 
that uniformity may not be achievable, given the 
unique local nature of a vast array of service programs 
and delivery mechanisms, and have the technology 
structure create the solution. In a process referred 
to as extract, transform, and load (ETL), unique 
data sets are guided through translation processes to 
transform underlying data into shared formats to cre-
ate a standard presentation across jurisdictions. This 
is valuable for creating apples-to-apples comparisons 
of outcomes and advancing national knowledge from 
local data.

Once the data have been standardized, the chal-
lenge of data error remains. Errors in the data will 
be a reality, as surely as humans transpose informa-
tion incorrectly or adopt shortcuts that repurpose 
underused fields for more urgent data-collection 
needs that engineers did not anticipate. We have 
found that the best way to clean up dirty data is to 
use them. 

For example, when New York City was moving to 
performance-based contracting for child welfare pro-
viders, a huge barrier came from providers who would 
put in front of us extensive errors in the underlying 

data—some of their own origin and some the public 
agency’s. Rather than succumb to the conclusion that 
we could in no way use the data, we adopted a transi-
tion approach that put the data out initially as infor-
mational and did not attach rating consequences until 
a period of use expired. We then added an audit chal-
lenge as part of the process, allowing legitimate ongo-
ing issues to be corrected before final performance 
rankings were adopted. Putting dirty data into the 
light of day is the best and fastest cure and one that all 
levels of government can accomplish.

Another strategy for increasing the use of data and 
thereby the quality of data is to create open-data pol-
icies. Almost 70 cities, states, and counties across the 
country have implemented open-data policies. Mont-
gomery County, Maryland, implemented an open-data 
bill in 2012 and has seen innovation and improved 
effectiveness in government services, better trans-
parency in budgeting, and increased evidence-based 
decision-making as a result.25

Finally, bias in data mirrors bias in society. Basing 
policy and program decisions on the “facts” as pre-
sented in the data guarantees those biases will persist. 
In fact, data scientists have determined that machine 
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making as a result.
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learning actually exacerbates these data biases. Data 
scientists are quickly developing strategies that detect 
and adjust when biases exist. These are far from per-
fect and will evolve quickly. Users of data need to 
be aware of the potential for bias, use techniques to 
detect and minimize it, and interpret results with an 
eye for questioning the reported data when pursuing 
policy and program decisions.26

Appendix A provides additional information on 
tools for data curation.

Barrier 3: Culture and Governance Framework. In 
addition to technical capacity barriers, jurisdictions 
may face barriers from cultural issues at agencies, 
including beliefs about the ownership of data, views 
about data’s role in public policy, and awareness (or 
unawareness) of the data’s potential to inform pol-
icy and practice. Commonly, agency leaders do not 
perceive themselves as stewards with a responsibil-
ity to share; rather, they see themselves as owners 
who treat this valuable public asset as a private good. 
This position may be formed by fear of what would 
be revealed—no administrator wants someone else to 
know something about their agency or service before 
they do, good or bad—or simply a sense of defensive-
ness over a particular populace and its governance. 
Either way, administrators would most often pre-
fer to keep requested data hidden than expose the 
agency to the potential for embarrassment, demand 
for improved outcomes, or even program elimina-
tion. Other cultural issues include resistance to being 
reduced to “a bunch of numbers,” sensing a lack of 
respect for the skilled professionalism and expert 
judgment of staff and policymakers with years of irre-
placeable experience.

Many times these cultural issues are masked by an 
agency’s claims that the public, without the right cre-
dentials, is simply not in a position to responsibly use 
the data. This claim serves the administrator, not the 
client or the public, and looks past the ability of infor-
mation gatherers and analysts to affect public goods 
in the long term.

Solution 3: Introduction of Governance Structures. 
Offering a governance framework can ensure that 

participants come to the table guided by shared val-
ues and transparency. Importantly, it also creates 
an infrastructure that will live beyond the tenure of 
the committed leader, and it will allow successors to 
carry the work forward. The starting place for this is 
an Integrated Data System charter.

One effort underway that follows this approach 
is the Obama administration’s My Brother’s Keeper 
Equity Intelligence Platform (EIP). In an effort to 
shed light on the gaps in outcomes for boys and men 
of color, the EIP is being developed as a model for 
gathering and sharing local data. It is a national effort, 
with a national advisory board governed by a national 
charter.27 Additionally, the platform is being proto-
typed in Oakland, and a local advisory board has its 
own project charter.28 These documents have been 
useful in clarifying roles among partners and commu-
nicating the purpose to the broader community.

Stakeholder Engagement. A data-sharing effort’s suc-
cess will be defined by trust. As costs drop and 
security improves, the time and effort barriers will 
dissipate. What will remain is the need for citizens, 
clients, agencies, and leaders to develop an appreci-
ation for the value of the data to help them achieve 
the vision they each have for their neighborhoods and 
city. To do that, there must be trust that the data are 
not to be used against them but for them. 

Engaging each stakeholder in the process of 
achieving this vision is the most surefire way to get 
there. From designing the platform to agreeing on the 
data to collect to establishing agreements on access 
and prioritizing analytic resources, a collaborative 
engagement process provides confidence that the 
data are being generated in the public’s interest.

In Oakland’s work on the EIP, the local Youth Ven-
tures Joint Powers Authority has conducted exten-
sive engagement with public agencies and leadership, 
while PolicyLink and Urban Strategies have led 
grassroots-level communications with youth, com-
munity members, and nonprofits. The design firm, 
ISL, engaged representatives of all these groups in 
providing user input to the platform’s functionality to 
ensure it is meeting local users’ needs and interests.
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Policies and Procedures. While the charter can lay 
out the guiding framework, issues will be raised and 
resolved and choices will be made on the day-to-day 
functionality of the system. It will be wise to capture 
these in documentation that preserves the decision 
and offers transparency to all involved. This would 
include procedural bylaws, standards for access and 
special user provisioning, decision-making on data 
prioritization and research agenda setting, rules and 
procedures for Internal Review Board reviews and 
authorizations when needed, and guidance on analy-
sis and interpretation. In many cases this will also be 
facilitated by standard use templates.

Appendix A includes more information on struc-
turing effective governance agreements.

Barrier 4: Lack of Incentives. Even when all the 
hard work is done and the data are ready to be shared, 
willing partners may balk at the most ambitious 
data-sharing plans. This will likely be true particularly 
in the early stages of sharing. What may be techni-
cally possible and legally allowable to share may not 
be comfortable to share. Enthusiastic encouragement 
to “do the right thing” will only get you so far. Trust 
will have to be developed and comfort gained in being 
the steward of data as a public good.

Compounding this problem is the lack of incen-
tives for public officials to share data. These officials 
are often placed in a position whereby they may fear 
punishments for perceived misuse of data—includ-
ing the confidentiality and security concerns men-
tioned above—while seeing limited potential reward 
to the improved outcomes associated with data shar-
ing. This asymmetric incentive structure often leads 
to public officials limiting or preventing data sharing 
in their own best interest.

Solution 4: Progressive, Tiered Release of Data. 
Some approaches to consider to build confidence and 
fluency over time include providing tiered access to 
data. Essentially, this would involve having large data 
sets with the most expansive access among a lim-
ited set of super users, such as mayors, agency heads, 
and program staff. Winnowing down from there, a 
broader set of users with preapproved status could 

be provisioned to see much but not all of those data. 
This might include research partners whose skills are 
trusted to responsibly extract from and interpret the 
data. It might also include frontline staff and non-
profit partners, as access to unique data sets might 
facilitate their practice and understanding. 

The final tier would be to expose a defined highest 
level of data to open, public access. Users at this level 
would include, essentially, everyone else. They might 
be students, community groups, advocacy organiza-
tions, and citizens. This would require structuring 
technology to allow access in a process referred to  
as provisioning.

Another concept that would ease access to the data 
would be to adopt standards on aging data before use. 
A partner unwilling to share data in real time—letting 
the whole world see it at the same time the mayor 
or director sees it—might be more comfortable if a 
delay in release postpones public access for a defined 
period of days or weeks.

Enhancing the Strategic Use of Admin-
istrative Data at the Federal Level: The 
Role of the Census Bureau

Overcoming the challenges for state and local agen-
cies will not be easy, but once accomplished, the 
potential benefit for policymakers is immense. Armed 
with data that have been unified in measurement and 
language and that provide insights into trends from 
all corners of American life, leaders at all levels of gov-
ernment can begin to draw a clearer picture of what 
the data tell them about various social, economic, and 
policy phenomena.

Data accrued from state and local agencies will 
directly inform policy in tangible, practical ways. 
Precedent for using data to measure trends with sig-
nificant policy implications can be found in the work 
of economist Raj Chetty. Together with several core-
searchers at the Equality of Opportunity Project, he 
used administrative data from the IRS to measure the 
effects of several factors on economic mobility. 

With the power of administrative data in tow, 
Chetty was able to show how families’ geographic 
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moves affect children’s chances of being upwardly 
mobile,29 which counties present the best opportuni-
ties for mobility,30 and even which colleges have seen 
the best results in graduates’ mobility.31 These find-
ings not only challenged years of conventional knowl-
edge but also reinvigorated the policy discussion of 
housing vouchers, college admissions, and antipov-
erty initiatives. Chetty’s work shows that data use 
is not strictly academic; there are significant policy 
implications to the knowledge gained from data. 

Efforts like Chetty’s also showcase data’s power to 
effect two-pronged change in governance. First, the 
quality of the programs provided by the federal gov-
ernment can be improved, by identifying and target-
ing specific communities that stand to benefit from 
injections of incentive-laden programs that might 
increase mobility. And secondly, the operations them-
selves can be streamlined. More efficient operations 
and targeted and better-informed policies are both 
possible and within reach; the key is opening a pipe-
line of data between local- and state-level agencies 
that hold the keys to such data and federal agencies 
that could harness and direct the data’s power.

Beyond state agencies sharing data with each other 
and their partners, data-sharing arrangements with 
federal statistical agencies, the Census Bureau in par-
ticular, should be pursued with vigor. Building these 
arrangements not only produces valuable statistical 
products for all parties involved but also promotes 
evidence-based policymaking. 

To meet this goal, federal statistical agencies must 
continue to address gaps in their knowledge and 
adapt their methodology to meet the demands of an 
increasingly data-driven nation.32 This will involve 
the Census Bureau creating more robust data-sharing 
arrangements with state agencies, particularly those 
administering safety-net programs. Most promising 
is the linkage of state-level, administrative data with 
household survey data conducted by the Census. 
Such linkages have been shown to allow statisticians 
to exploit the best aspects of these data sources while 
minimizing their weaknesses. 

This partnership faces formidable barriers. The 
perceived and real legal challenges, as well as the 
aforementioned technical and financial constraints, 

generally make state administrations reluctant to 
share their data with statistical agencies unless 
required to do so for regulatory reasons. The neces-
sary technical infrastructure and methodology for 
linking administrative and survey data, however, has 
already been successfully employed by the Census 
Bureau. For decades they have routinely done so in a 
cost-effective and secure manner.33 

Building this partnership will require clarifying 
existing laws around data sharing and expanding the 
Census Bureau’s role as a hub for data integration. 
Such arrangements are crucial for improving some of 
the most important policy-guiding statistics.

The Decline of Household Surveys. Linking admin-
istrative and survey data is growing increasingly 
important in the wake of the declining quality of house-
hold survey data. Survey data, in contrast to admin-
istrative data, are collected by a statistical agency 
to understand greater economic or social trends or 
the impacts of various social programs. Examples of 
important and highly used surveys include the Survey 
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of Income and Program Participation (SIPP),34 the 
American Community Survey (ACS),35 and the Cur-
rent Population Survey (CPS);36 data from these sur-
veys are used by policymakers to shape and evaluate 
programs at all levels of government, are a primary 
resource for economic studies, and are the source of 
important economic trends such as the official rates 
of poverty, unemployment, and inequality. Unlike 
administrative data, survey respondents typically 
have limited incentives to accurately or completely 
answer survey questions. 

A growing body of evidence suggests that survey 
quality has been in decline, not only impairing our 
ability to implement and evaluate government pro-
grams but also distorting our view of the true eco-
nomic condition facing Americans.37 Households 
have simply become less inclined to respond to sur-
veys, and when they do, they are less likely to answer 
certain questions and provide accurate information, 
particularly when they are being asked about receiv-
ing public assistance.

Bruce Meyer, a leading scholar on the quality of 
household surveys and current commissioner on the 
CEP, illuminates the consequences of this decline. 
Through linking New York State administrative data 
on four transfer programs—SNAP, Temporary Assis-
tance for Needy Families (TANF), General Assis-
tance, and housing subsidies—with New York CPS 
data, Meyer and his coauthor, Nikolas Mittag, revealed 
receipt of program benefits over a four-year period 
(2008–11) was missed in survey data for more than 
one-third of housing assistance recipients, 40 percent 
of food stamp recipients, and 60 percent of TANF and 
General Assistance recipients.38 

These findings are largely consistent with a more 
comprehensive study on several other important 
household surveys conducted by Meyer, Mok, and 
Sullivan in 2015.39 Through comparing survey results 
with administrative data from federal and state wel-
fare agencies, Meyer and his coauthors found that 
survey measures of public assistance receipt and the 
value of that receipt were both sharply biased down-
ward. In one of our country’s largest cash welfare pro-
grams, TANF, four of five surveys failed to capture 
more than half the dollars given out. Even in SIPP, 

which is designed to capture nonlabor income, more 
than one-third of TANF dollars were missed.

Meyer explains that the major contributors to this 
underreporting are beneficiaries’ lack of response to 
surveys, assumptions made about unanswered ques-
tions, and most importantly, measurement error, 
which have all increased markedly over the past three 
decades. There are several proposed reasons for this 
phenomena: People are concerned about privacy, 
have less leisure time to spend on answering sur-
veys, or feel a stigma around questions pertaining to 
dependence on “welfare.” Even if a survey recipient 
fullheartedly wants to participate to the best of his or 
her ability, sometimes the requested information is 
simply difficult to recall. 

The underreporting of transfer receipts and 
incomes leads to an overstatement of poverty and 
inequality. In a time when citizens and government 
officials alike are demanding greater accountability 
over public resources, it is crucial that we more prop-
erly evaluate some of our largest public programs. 
Experts have long been pointing toward administra-
tive data as an increasingly valuable source for cor-
recting underreporting in surveys. 

The Census Bureau’s Experience and Other  
Examples. As far back as 1977, the Report to the Pres-
ident from the Privacy Protection Study Commission 
recognized the benefits of using administrative data 
for statistical purposes.40 Accordingly, the Census 
Bureau has been pulling administrative data from the 
IRS, the Department of Housing and Urban Devel-
opment, and the Centers for Medicare and Medicaid 
Service, among other sources.41

The Census also uses certain administrative data 
to frame and design many of their surveys. For exam-
ple, the US Postal Service and local government data 
are primary sources to derive the master address list 
for the Decennial Census.42 

Much of the methodology required to link admin-
istrative and survey data has already been estab-
lished, and the Census is leveraging this expertise for  
several projects: 
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1.  The Longitudinal Employer-Household Dyna- 
mics program combines federal and state 
administrative data and survey data with Unem-
ployment Insurance earnings data and the 
Quarterly Census of Employment and Wages, 
providing states and localities detailed informa-
tion on geographic and industry job flows.43

2.  The Census Longitudinal Infrastructure Proj-
ect integrates administrative records held at 
the Census Bureau with core linkable files from 
the ACS, the CPS, and the 1940, 2000, and 2010 
Census, enhancing information on the Amer-
ican population across several decades and 
offering more opportunities to evaluate the 
quality of surveys.44

3.  The American Opportunity Study is a col-
laborative project with the National Acade-
mies of Science, Engineering, and Medicine 
and researchers at Stanford, the University of 
Michigan, and the University of Wisconsin, 
looking to expand the data linkages backward 
in time to enable new research on social and  
economic mobility.45

4.  The Mortality Disparities in American Commu-
nities project combines ACS data with death cer-
tificate information to provide differentials in 
demographic and socioeconomic characteristics  
on mortality.46

5.  The Next-Generation Data Platform is a Census 
partnership with the Food and Nutrition Ser-
vice and Economic Research Service that links 
participating state-level SNAP administrative 
data to the ACS survey data to measure pro-
gram performance in US Department of Agri-
culture food assistance programs.47

How Survey and Administrative Data Are Linked. 
Linking administrative and survey data is more easily 
done than many perceive. The previously listed proj-
ects demonstrate that linking administrative data sets 

with each other and survey data could answer import-
ant questions that neither type of data can do by itself. 

For the purposes of the Census household surveys, 
linking administrative data can enhance the accuracy 
of some variables, correct underreporting of transfer 
incomes, and reduce survey burden by eliminating 
questions that can be satisfied from the administra-
tive record. To accomplish this, holders of adminis-
trative data would need to be required to share what 
they have with the Census Bureau, and the Census 
would need to expand its role as a hub for data acqui-
sition and integration. The following steps could then 
facilitate this linkage:

1.  State agencies and Census officials establish an 
ongoing process to collaboratively identify data 
sets and data elements with potential for sta-
tistical use, with the Census providing technical 
documentation and other assistance to assess 
the quality of particular data sets.

2.  Safeguards are established to ensure data 
remain confidential and are compliant with the 
Privacy Act of 1974.48 The Census must ensure 
that data are accessed only by those who have 
a statistical need for the data, as shown in the 
Confidential Information Protection and Sta-
tistical Efficiency Act (CIPSEA) Implementa-
tion Guide.49

3.  Program and statistical agencies use inter-
agency agreements or other similar tools to 
document terms and conditions governing 
data access and use when program agencies 
provide data that are not publicly available to  
the Census.

4.  State agencies extract the required data ele-
ments and use appropriate encryption tech-
niques to send data. Identifiable information 
should be provided only if the need cannot be 
met by relying on non-identifiable information.

5.  After the Census receives and decrypts the data, 
overlapping unique identifiers from both data 
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sets are linked using probabilistic matching soft-
ware. To append unique and consistent linkage 
identifiers, referred to as Protected Identifica-
tion Keys, personal identifiers are compared to 
data in a reference file constructed by the Social 
Security Administration numerical identifica-
tion file and other federal agency administra-
tive data, using different combinations of social 
security number (SSN), full name, full date of 
birth, and address.

6.  Identifiable data elements are eliminated when 
no longer required.

Even without an overarching data-sharing man-
date between states and the Census, some state 
agencies already share their data with external part-
ners voluntarily or with federal regulators when it 
is required to do so. In any new arrangement with 
the Census, however, attention must be paid to data 
privacy laws, data set quality, and data security and 
usage. A mandate from Congress and a clarification of 
current data-sharing laws and statutes will naturally 
be immensely helpful in this area. States can also be 
incentivized by the statistical product of the sharing 
arrangement and curating assistance from the Cen-
sus, but they need the legal cover to do so. Standard-
ization on data collection across state agencies must 
also be encouraged.

Conclusion

To advance the cause of data as public good, we must 
make progress on two fronts. To make the operations 
of government more effective, we need to make it 

easier for state and local agencies to share their infor-
mation in real time—so that more places can do what 
Allegheny County does to address the problems of its 
most troubled citizens. To improve our ability to see 
how we are doing as a nation, we also need to make 
much faster progress on allowing the statistical agen-
cies of the US to provide more accurate reports on the 
real condition of Americans. 

To do that, Congress and other leaders must follow 
the CEP’s recommendations and establish a service 
for data aggregation with a strong focus on informa-
tion security, which can parlay public-private part-
nerships into new research and technology, and urge 
the Office of Management and Budget to make infor-
mation available and searchable. Furthermore, they 
should begin the process of encouraging states and 
localities to share data, a crucial step toward making 
data sources the public resource they should be.

To achieve the vision of data as a public good, some 
localities may simply need help. Legal, administra-
tive, data management and curation, IT, and security 
infrastructures are required to carry out data-sharing 
activities effectively and securely, and the legal and 
financial constraints facing agencies limit their abil-
ity to carry out these tasks. Statistical agencies may 
become invaluable sources to the heads of depart-
ments and other agencies in these efforts, calling on 
their own experiences and helping identify the bene-
fits to department leadership.

Implementing these recommendations regarding 
privacy protection, security of IT systems, standard-
ization, governance, and cooperation with the Census 
Bureau can help unlock the trove of information state 
and local agencies hold and in the process greatly 
improve outcomes for all Americans.
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Appendix A

Privacy Guidance and Supports

Documents crucial to preventing security breaches 
would include the following. 

Federal Privacy Protections. There would need to 
be definitive, user-friendly guidance on primary fed-
eral privacy protections, including the Family Educa-
tional Rights and Privacy Act of 1974 and the Health 
Insurance Portability and Accountability Act of 1996.

State and Local Laws on Privacy. Similarly, there 
would need to be user-friendly guidance on typ-
ical state and local laws on privacy, as well as word 
searches and research strategies to guide users to find 
these laws.

Spheres of Privacy. Steps should be provided to 
understand the different spheres of privacy: open 
public, provisioned public, and provisioned secure.

Some personal data may be shared openly within 
a single legal entity. That may be as large as a gov-
ernmental jurisdiction (city, county, or state) or as 
small as a program if the program has an independent 
legal status. In general, this is widely misunderstood, 
and conservative misunderstandings cause shareable 
information to be hoarded.50 Therefore, the term 
“legal entity” needs to be defined. 

While personal information may be shared within 
a legal entity, portions of those data are privacy pro-
tected and may not be shared without a legally per-
missible justification. Clarity on this distinction 
would open up shareable information more widely.

Support on How to Effectively Share Data. Protec-
tions and limitations must be in place for sharing data 
outside a legal entity or sharing private information.

Guidance on steps to create data-sharing agree-
ments between legal entities is required.51 Addi-
tionally, guidance on circumstances in which 
privacy-protected information may be shared and 
when the information may be shared in only a 
de-identified fashion (i.e., public data) is necessary.

Considerations should be provided for when pub-
lic data should be open versus provisioned versus not 
shared. Our bias is in favor of maximizing access to 
data that may be public. Some thoughts on how to 
navigate to this new reality over time would be use-
ful, and there may be circumstances under which 
the government has a public interest in not releasing  
public data.52

Interagency Agreements. Once there is clarity about 
what can and cannot be shared and in what form, 
localities need a set of tools to formalize those agree-
ments and understandings. These are embodied in 
standard data-sharing MOUs. Developing a standard 
template (or more likely identifying an existing one) 
would be helpful.

Data-sharing agreements differ in form, depending 
on whether they are for:

• Ongoing client-specific data sharing, 
• Ongoing provisioned public data sharing,
• Open data sharing, or
• Time-limited or research-question-specific  

data sharing.

Client Waiver of Confidentiality. All this is obviated 
when clients waive confidentiality. This is a conve-
nient approach that is widely used. The risks are that 
clients blindly sign waivers without understanding 
what they are signing or the implications. Therefore, 
guidance on the ethical use of client waivers would  
be valuable.
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This would include a standard waiver form. Ide-
ally the waiver would be a blanket waiver, for current 
and future services. Alternatively each point of ser-
vice could require an independent waiver. It would 
also include guidance on how to advise clients about 
the waiver’s meaning and content, before securing  
their signature.

Data Security Approaches

Secure data sharing requires using state-of-the-art 
technology solutions that have vastly improved data 
protection at a fraction of the cost. Localities need 
standardized solutions and guidance on this, enabling 
them to become better purchasers of the solutions, 
and more low- or no-cost shared environments, to 
avoid starting from scratch.

Some common approaches that would benefit 
from plain-language guidance include:

• Encryption. Integrated data systems can 
encrypt data that are publicly facing, which puts 
queries that access personal identifying infor-
mation behind security protections, allowing 
tailored questions to be queried without reveal-
ing personal information in the response. This 
uses an approach referred to as a one-way hash.

• Expert Determination Method. This method 
uses statistical and scientific principles to ren-
der information not individually identifiable.

• Entity Resolution. Entity resolution is a process 
that connects files on a particular client across 
programs, creating a common client indicator. 
This is the basis for case-management systems 
that have carefully guarded, provisioned access 
but that are also used to create de-identified, 
population-level, multisystem reports.

• De-Identification. All information that could 
reasonably be used to identify an individual  
(e.g., name, address, and SSN) has been removed 
or replaced before sharing.53 

• Provisioning. Technology solutions can create 
tiers of access to a common data set. Without 
authorization through provisioning, users can 
get only public-access open data. A user log-in 
may be nonetheless desired to track system 
use. Access to deeper levels of detail within the 
data is created through special user accounts, 
referred to as provisioning users.

• Storage. Solutions appropriate for sensitive 
government data storage are being developed 
and should be understood.

Data Curation

The variability in local definitions and collection 
methods means data sharing within jurisdictions 
and beyond local boundaries requires identifying 
and resolving discrepancies in the data themselves. 
Work must be done to advance appreciation of this 
challenge and offer tools to resolve it. Ultimately, the 
federal government or strong national intermediaries 
should fill this void and move local data systems to 
standard approaches in each field. 

Several resources will facilitate standard data 
definitions:

1.  The Food and Drug Administration has 
endorsed the SAS Institute as a resource.54

2.  The NIEM effort should be reviewed for lessons 
learned and potential components for use.

3.  The New York City Accelerator should be 
reviewed as a standard data model.

4.  The US Department of Education Investing in 
Innovation grants to encourage standardization 
could be a useful model. 

Until there is standardization in the field, and in 
recognition that perfection is unlikely, tools that iden-
tify and smooth out discrepancies will be needed and 
must be understood. The standard ETL approach to 
architecture would be helpful with this.
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Table A1. Examples of Integrated Local Data Systems

Source: Authors.

Location System Organization

Allegheny County, Pennsylvania Allegheny County Data Warehouse Allegheny County Department of  

Human Services

Mecklenburg County, North Carolina Institute for Social Capital Community 

Database

Institute for Social Capital Inc., University 

of North Carolina at Charlotte

Florida Policy and Services Research and Data Center Department of Mental Health and Policy, 

University of South Florida

Illinois Integrated Database on Children and  

Family Programs

Chapin Hall, University of Chicago

Cuyahoga County, Ohio Childhood Integrated Longitudinal  

Data System

Center on Urban Poverty and  

Community Development, Case  

Western Reserve University

Los Angeles County, California Enterprise Linkages Project Los Angeles County (Executive Office 

and Department Public Social Services)

Los Angeles and State of California Children’s Data Network School of  

Social Work

University of Southern California

New Jersey Integrated Population Health Data Project Center for State Health Policy,  

Rutgers University

New York City Center for Innovation through Data Intelligence Office of the Deputy Mayor for Health 

and Human Services 

Rhode Island DataSpark The Providence Plan

San Mateo, Santa Cruz, and Santa  

Clara Counties

Silicon Valley Regional Data Trust University of California, Santa Cruz

South Carolina South Carolina Integrated Data Warehouse South Carolina Revenue and Fiscal  

Affairs Office

Washington State Department of Social and Health Services  

Integrated Client Database

Washington State Department of Social 

and Health Services, Research and  

Analysis Division
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Governance

The basis for making advances in open data sharing is 
trust and transparency. A clear governance structure 
is crucial to both of these. A charter and a data breach 
enforcement policy are both needed to establish gov-
ernance structure.

Charter. A standard charter provides the founda-
tion’s shared vision for the work being done and sets 
forth the basic framework for action. It is a grounding 
document and perhaps the most fundamental action 
leaders of local or state agencies can take toward 
establishing and achieving concrete goals.

Vision, Mission, and Principles. A clear statement of 
the values that drive the work, and the end game, 
can provide a beacon of focus that will help partic-
ipants see their shared goals and not be defined by  
their differences. 

Membership, Committees, Tasks, and Roles. Laying out 
roles and responsibilities offers clarity in what can be 
a confusing tangle of partners. Typical organizational 
units may include an executive board, a data sourc-
ing committee, a data utilization committee, and a 
research and analytics advisory group.

Data Breach Enforcement Policy. Crucial to effec-
tive data security is a data breach policy that includes 
guidance on notification if a breach occurs and clear 
standards of enforcement when the liable party is 
identified—swift and certain is the recommendation. 
For an example of best practices on this topic, see the 
2015 Department of Justice guidance on best prac-
tices for victim response and reporting of cybersecu-
rity incidents.55

Federal Laws Relevant to Privacy  
Protection and Data Stewardship

The Privacy Act of 1974 established several require-
ments pertaining to records that are maintained in a 
“system of records,” as defined in the statute.56 The 

act generally prohibits agencies from disclosing indi-
viduals’ records without their prior written consent, 
but it provides  exceptions for matching data records  
if there are “matches performed to produce aggregate 
statistical data without any personal identifiers” and 
“matches performed to support any research or sta-
tistical project, the specific data of which may not be 
used to make decisions concerning the rights, bene-
fits, or privileges of specific individuals.”

The E-Government Act of 2002 requires agencies 
to conduct “an analysis of how [personally identifi-
able] information is handled: (i) to ensure handling 
conforms to applicable legal, regulatory, and policy 
requirements regarding privacy, (ii) to determine 
the risks and effects of collecting, maintaining and 
disseminating information in identifiable form in an 
electronic information system, and (iii) to examine 
and evaluate protections and alternative processes 
for handling information to mitigate potential privacy 
risks.”57

The Federal Information Security Modernization 
Act of 2014 amended Title III of the E-Government 
Act to require that “each Federal agency shall develop, 
document, and implement an agency-wide informa-
tion security program to provide information security 
for the information and information systems that sup-
port the operations and assets of the agency, includ-
ing those provided or managed by another agency, 
contractor, or other source.”58

Title V of the E-Government Act (CIPSEA) estab-
lished uniform confidentiality protections for infor-
mation acquired by agencies, including principal 
statistical agencies, so that “the description, estima-
tion, or analysis of the characteristics of groups [is 
done without] identifying the individuals or organiza-
tions that comprise such groups.”59

Title 42 of the US Code protects the information 
states provide to the HHS’s Federal Parent Locator 
System, which includes the National Directory of 
New Hires, permitting the disclosure of this informa-
tion to specific agencies for limited purposes.

FERPA protects the privacy of student education 
records, limiting both access and use.

The 1996 Health Insurance Portability and Account-
ability Act and the Health Information Technology for 
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Economic and Clinical Health Act address the use and 
disclosure of protected health information by speci-
fied “covered entities.”60

Title 13 of the United States Code provides the 
Census with the authority to acquire and use admin-
istrative records collected by other federal agencies; 
state, tribal, or local governments; and private organi-
zations.61 The Census Bureau is obligated to protect 
the confidentiality of these records just as it protects 
the information it gathers directly from individuals 
and businesses. These data can be used only for statis-
tical purposes, no individual or business may be iden-
tified in a published report, and individual records 
may be accessed only by sworn officers or employees 
of the Census Bureau.

Examples of Administrative Data Used 
for Research and Policy Evaluation

Administrative data sharing has already been shown 
to yield valuable information when employed by 
social scientists and select government agencies:

• Combining data from one state’s Departments 
of Mental Health, Social Services, Public Safety, 
Corrections, and the Division of Court Sup-
ported Services, researchers examined how 
justice involvement affected behavioral health 
treatment costs.

• Researchers used administrative records to map 
the resources available to support young chil-
dren through public and nonprofit providers in 
a major metropolitan area. They estimated that 
the city’s efforts to coordinate family services 
saved $3 in future health expenditures for every 
$1 invested.

• The Center for Medicare and Medicaid Inno-
vation uses administrative health data to con-
duct rapid cycle evaluation to identify effective 
approaches to reducing expenditures without 
degrading quality of care.

• In New York City, researchers designed an 
experiment to test behavioral “nudges” in SNAP 
applications to encourage complete and accu-
rate reporting by randomly assigning applicants 
to one of four redesigned online applications. 
Results using administrative data were used 
to inform improvements to the application 
process.

• Researchers compared program impacts on 
math and reading achievement using both aggre-
gate school-level and individual student-level 
data. For some research questions, aggregate 
and individual data produced similar results, 
meaning that researchers should carefully con-
sider whether aggregate data could be sufficient, 
as these data are often more readily available 
than individual-level data.62

Relevant Data Tools

There are three primary systems that agencies use to 
control access with researchers.

Online data query systems are analysis tools 
that allow the public to examine restricted-use data 
dynamically, creating tables, rates, and models.

On-site access allows eligible researchers the 
opportunity to gain access to restricted-use data for 
select research projects at the agency. Generally, 
interested researchers submit a project proposal that, 
if approved, allows them to conduct work with on-site 
microdata at little to no cost to them or their institu-
tion or organization.

Data enclaves are secure environments, on site 
or virtual, in which qualified researchers may access 
restricted-use microdata for statistical purposes.
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Results for America is helping decision makers at all levels of government harness the power of evidence and 
data to solve great challenges. Our mission is to make investing in what works the new normal, so that when gov-
ernment policymakers make decisions, they start by seeking the best evidence and data available, then use what 
they find to get better results. We accomplish this goal by developing standards of excellence which highlight the 
government infrastructure necessary to be able to invest in what works, supporting policymakers committed to 
investing in what works, and enlisting champions committed to investing in what works.

American Enterprise Institute is a public policy think tank dedicated to defending human dignity, expanding 
human potential, and building a freer and safer world. The work of our scholars and staff advances ideas rooted 
in our belief in democracy, free enterprise, American strength and global leadership, solidarity with those at the 
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